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Abstract—This paper presents a comprehensive study on 

driver drowsiness detection utilizing advanced feature 

formation methods and transfer learning techniques. The 

research incorporates two benchmark datasets, namely the 

National Tsing Hua University (NTHU) dataset and the 

University of Texas at Arlington Real-Life Drowsiness Dataset 

(UTA-RLDD), each comprising distinct driving scenarios and 

participant demographics. Three key facial features alias 

Mouth Aspect Ratio (MAR), Eye Aspect Ratio (EAR)  and 

Face Aspect Ratio (FAR) – are extracted from the facial 

landmarks using computer vision techniques. Subsequently, 

ten classification algorithms are employed, including SVM, 

Random Forest, XGBoost, Logistic Regression, AdaBoost, K-

Nearest Neighbors, Decision Tree, CatBoost, Naive Bayes and 

Neural Network for performance evaluation on both datasets. 

Notably, Random Forest, K-Nearest Neighbors, and XGBoost 

exhibit superior accuracy across the experiments. Moreover, a 

voting classifier ensemble, comprising these three algorithms, 

further enhances the detection accuracy. Furthermore, 

transfer learning models, including VGG19, InceptionV3, 

ResNet50, Xception, and MobileNetV2, are evaluated on both 

datasets, demonstrating remarkable performance 

improvements. The results showcase the efficacy of transfer 

learning in enhancing drowsiness detection accuracy, with 

MobileNetV2 consistently outperforming other models. 

Overall, this research contributes to the advancement of 

driver safety systems, offering insights into robust 

methodologies for real-time drowsiness detection in varying 

driving conditions.   
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I. INTRODUCTION 

In recent years, the increasing volume of road accidents 
attributed to driver drowsiness has underscored the critical 
need for effective driver monitoring and drowsiness 
detection systems. Drowsy driving results in significant risks 
to road safety, advancing to fatalities, injuries, and economic 
losses. Around 100,000 crashes annually in united states are 
happening due to drowsy driving As per the National 
Highway Traffic Safety Administration (NHTSA) [1][2]. 
These alarming statistics necessitate the development of 
robust and reliable technologies capable of detecting driver 
drowsiness in real-time to prevent accidents and save lives. 

Conventional driver monitoring systems typically rely on 
physiological sensors or vehicle-based measures, such as 

steering wheel movements or lane deviation, to infer the 
driver's state of alertness. However, these approaches may 
suffer from limitations such as invasiveness, discomfort, or 
dependency on specific vehicle types [3].  

This paper presents an in-depth investigation into driver 
drowsiness detection leveraging advanced feature extraction 
techniques and transfer learning models. The research 
utilizes two benchmark datasets: the National Tsing Hua 
University (NTHU) dataset and the UTA-RLDD dataset, 
each offering diverse driving scenarios and participant 
demographics. By harnessing facial landmarks and 
multimodal feature extraction methods, including Mouth 
Aspect Ratio (MAR), Eye Aspect Ratio (EAR), and Face 
Aspect Ratio (FAR), this study aims to accurately identify 
signs of drowsiness in drivers [4][5]. 

Furthermore, the research explores the efficacy of various 
classification algorithms, including SVM, Random Forest, 
XGBoost, Logistic Regression, AdaBoost, K-Nearest 
Neighbors, Decision Tree, CatBoost, Naive Bayes and 
Neural Network, in discerning drowsy states from non-
drowsy states. The performance of these algorithms is 
evaluated through rigorous experimentation, including 10-
fold cross-validation and mean cross-validation techniques, 
providing insights into their suitability for real-world 
deployment [6]. 

Additionally, transfer learning models, such as VGG19, 
InceptionV3, ResNet50, Xception, and MobileNetV2, are 
investigated for their potential in enhancing drowsiness 
detection accuracy. Transfer learning leverages pre-trained 
deep learning architectures to extract meaningful features 
from images, thereby overcoming data scarcity and domain 
shift challenges. The comparative analysis of these models 
on both benchmark datasets elucidates their effectiveness in 
discerning subtle facial cues indicative of drowsiness [7]. 

Overall, this research contributes to advancing the state-
of-the-art in driver drowsiness detection systems, offering a 
comprehensive exploration of feature formation methods, 
classification algorithms, and transfer learning techniques. 
The findings of this study hold implications for the 
development of robust and reliable drowsiness detection 
systems capable of enhancing road safety. 

II. LITERATURE REVIEW 

     Driver drowsiness detection has garnered significant 

attention from researchers and practitioners worldwide, 



leading to a plethora of studies exploring various 

methodologies and techniques to address this critical road 

safety issue. The existing driver drowsiness detection 

methods are categorized into several key areas: traditional 

methods, computer vision-based approaches, and transfer 

learning techniques. 

A. Traditional Methods 

Traditional approaches to driver drowsiness detection 
primarily rely on physiological signals or vehicle-based 
measures to infer the driver's state of alertness. Physiological 
signals, similar to electrocardiography (ECG), 
electroencephalography (EEG)  and electromyography 
(EMG), have been extensively studied for their correlation 
with drowsiness and fatigue levels [8]. These methods often 
involve the use of wearable sensors or electrodes to monitor 
physiological changes associated with drowsy states. 

In addition to physiological signals, vehicle-based 
measures such as steering wheel movements, lane deviation, 
and vehicle speed variations have been employed to detect 
signs of drowsiness [9]. These methods leverage the premise 
that drowsy drivers exhibit characteristic behaviors such as 
erratic steering or drifting across lanes. 

B. Computer Vision-Based Approaches 

Computer vision-based methods have emerged as a 
promising alternative for drowsiness detection, offering non-
intrusive and scalable solutions that can be integrated into 
existing vehicle systems. These approaches analyze facial 
cues and behavioral patterns captured by onboard cameras to 
infer the driver's alertness level. Facial landmarks, including 
eye movements, facial expressions, and head poses, are 
commonly used as indicators of drowsiness [10]. 

Several studies have investigated the use of machine 
learning techniques, such as Support Vector Machines 
(SVM), Neural Networks and Random Forest, to classify 
drowsy and non-drowsy states based on facial features 
extracted from video sequences [11]. Feature extraction 
techniques, including eye closure duration, blink frequency, 
and head movement amplitude, have been explored to 
characterize drowsiness-related behaviors accurately. 

Moreover, the developments in deep learning have 
enabled the advent of more sophisticated models for 
drowsiness detection. Recurrent Neural Networks (RNNs) 
and Convolutional Neural Networks (CNNs) have been 
applied to analyze facial images and temporal sequences 
respectively, to discern changes indicative of drowsiness[12] 

C. Transfer Learning Techniques 

Transfer learning has emerged as a powerful paradigm 
for enhancing drowsiness detection performance, particularly 
in scenarios with limited labeled data or domain shift 
challenges. Transfer learning leverages pre-trained deep 
learning models, trained on voluminous image datasets like 
ImageNet, to generate generic features from facial images. 
These features are then fine-tuned or combined with domain-
specific data to improve classification accuracy [13]. 

Several transfer learning architectures, including VGG19, 
InceptionV3, ResNet50, Xception, and MobileNetV2, have 
been investigated for drowsiness detection tasks [14]. These 
models offer varying degrees of complexity and 
computational efficiency, making them suitable for 

deployment in low resource environments like embedded 
systems. 

Overall, the literature review underscores the diversity of 
approaches and methodologies employed in driver 
drowsiness detection research. While traditional methods 
offer insights into physiological correlates of drowsiness, 
computer vision-based approaches and transfer learning 
techniques hold promise for scalable and real-time 
drowsiness detection systems. The next section presents the 
methodology adopted in this study, building upon the 
insights gleaned from existing literature to develop a 
comprehensive framework for drowsiness detection. 

III. PROPOSED METHOD 

The proposed method for driver drowsiness detection 
integrates advanced feature extraction techniques, 
classification algorithms, and transfer learning models to 
precisely identify clues of drowsiness in drivers. This section 
delineates the methodology adopted in this study, 
encompassing data acquisition, preprocessing, feature 
extraction, classification, and model evaluation.  

A. Data Acquisition and Preprocessing 

The study utilizes two benchmark datasets: the National 
Tsing Hua University (NTHU) dataset and the UTA-RLDD 
dataset [15][16]. These datasets capture a diverse range of 
driving scenarios, lighting conditions, and participant 
demographics, providing a comprehensive basis for 
evaluating drowsiness detection algorithms. Prior to feature 
extraction, the images from these datasets undergo 
preprocessing steps, including resizing, normalization, and 
augmentation, to enhance model generalization and mitigate 
overfitting. 

B. Feature Extraction 

      Facial landmarks, comprising eye movements, mouth 

gestures, and head poses, are extracted from the preprocessed 

images using computer vision techniques. Three key features 

are derived from these landmarks: Mouth Aspect Ratio 

(MAR), Eye Aspect Ratio (EAR), and Face Aspect Ratio 

(FAR). EAR quantifies the degree of eye closure, MAR 

captures mouth opening patterns, and FAR characterizes 

facial proportions indicative of drowsiness [17]. These 

features serve as input vectors for the subsequent 

classification algorithms. 

 

• Facial Landmarks Extraction: Facial landmarks refer 
to specific points on a face, like the eyes corners, the 
nose tip, and the corners of the mouth. These 
landmarks provide crucial information about the 
structure and geometry of a face. In the proposed 
method, facial landmarks are extracted from 
preprocessed images using computer vision 
techniques. These techniques involve algorithms that 
can detect and localize key points on a face 
accurately. 

 



 

Fig. 1. Facial Landmark Detected on Face. 

• Components of Facial Landmarks: The extracted 
facial landmarks encompass various aspects of facial 
expression and movement, including eye movements, 
mouth gestures, and head poses. These components 
capture important cues related to drowsiness, such as 
eye closure and mouth opening patterns. 

• Key Features Derived from Facial Landmarks: Three 
key features are derived from the extracted facial 
landmarks: Mouth Aspect Ratio (MAR), Eye Aspect 
Ratio (EAR), and Face Aspect Ratio (FAR). 

1. Eye Aspect Ratio (EAR):The  EAR is calculated 
using the following formula: 

 
 
 
  

Where: 

• vertical_dist1 and vertical_dist2 are the 
Euclidean distances of the vertical landmarks of 
eye. 

• horizontal_dist is the Euclidean distance of 
horizontal landmark of eye. 

2. Mouth Aspect Ratio (MAR): The MAR is 
calculated using the following formula: 

  
 
 
 
Where: 

• horizontal_dist1 and horizontal_dist2 are the 
Euclidean distances of the sets of mouth 
landmarks. 

• vertical_dist is the Euclidean distance between 
specific mouth landmarks. 

• mouth_width is the Euclidean distance of two 
specific mouth landmarks. 

3. Face Aspect Ratio (FAR): FAR is computed  

using the following formula: 
 

 

 

 

Where: 

• distance_eyes is the Euclidean distance of the 
landmarks of the eyes. 

• distance_mouth is the Euclidean distance of 
specific mouth landmarks. 

4. Role of Features in Classification: These 
extracted features serve as input vectors for the 
subsequent classification algorithms. By 
quantifying various aspects of facial expression 
and movement, these features provide valuable 
information for distinguishing between drowsy 
and non-drowsy states. 

 The classification algorithms utilize these 
features to learn patterns and make predictions 
regarding the drowsiness status of the driver 
based on the input images. 

 In summary, the feature extraction process 
in the proposed method involves detecting facial 
landmarks from preprocessed images and 
deriving key features such as EAR, MAR, and 
FAR. These features play a crucial role in 
capturing relevant information about eye 
movements, mouth gestures, and facial 
proportions indicative of drowsiness, thereby 
facilitating accurate classification by subsequent 
algorithms. 

C. Classification Algorithms 

Ten classification algorithms are employed to discern 

drowsy and non-drowsy states based with help of generated 

features [18][19][20]. These algorithms encompass both 

machine learning methods and deep learning models: 

1.Support Vector Machines (SVM) 

2.Random Forest 

3.Logistic Regression 

4.XGBoost 

5.K-Nearest Neighbors (KNN) 

6.Naive Bayes 

7.CatBoost 

8.AdaBoost 

9.Decision Tree 

10.Neural Network 

 

Each algorithm undergoes rigorous evaluation through 10-

fold cross-validation and mean cross-validation techniques to 

assess its performance across different subsets of the 

datasets. The accuracy is computed to quantify the 

classification performance and identify the most effective 

algorithms for drowsiness detection. 

D. Transfer Learning Models: 

In addition to traditional classification algorithms, 

transfer learning models are explored to leverage pre-trained 

deep learning architectures for drowsiness detection. Five 

transfer learning models are investigated: 

 

 

 

 

EAR = 

vertical_dist1+vertical_dist2                         

(1) 2×horizontal_dist 

  

 MAR  = 

horizontal_dist1+vertical_dist2  

  (2)           2×horizontal_dist 

 

 FAR   = 

distance _eyes                         

                 (3) distance_mouth 



1.VGG19 

2.InceptionV3 

3.ResNet50 

4.Xception 

5.MobileNetV2 

 

These models are fine-tuned on the NTHU and UTA-

RLDD datasets to adapt their features to the specific task of 

drowsiness detection. The performance of each transfer 

learning model is evaluated based on accuracy providing 

insights into their effectiveness in discerning drowsy states 

from non-drowsy states [21][22][23]. 

E. Model Evaluation 

The proposed method undergoes comprehensive 

evaluation to assess its efficacy in detecting driver 

drowsiness. Performance metrics, including accuracy, is 

computed for each classification algorithm and transfer 

learning model on both benchmark datasets [24][25][26]. 

Furthermore, the effectiveness of ensemble learning 

techniques, such as voting classifiers, is investigated to 

enhance drowsiness detection accuracy. 

 

Overall, the proposed method offers a holistic approach 

for detecting driver drowsiness, leveraging advanced feature 

extraction methods, classification algorithms, and transfer 

learning techniques. The subsequent section gives the 

experimental results and discussion, elucidating the 

performance of the proposed method and its implications for 

real-world drowsiness detection systems. 

 

IV. RESULTS 

The findings of proposed driver drowsiness detection 
method across different machine learning algorithms and 
transfer learning models are presented based on the accuracy 
metrics computed for each NTHU and UTA-RLDD 
benchmark datasets. 

A. Performance of Classification Algorithms  

1. Support Vector Machines (SVM): SVM 

demonstrates robust performance in discerning 

drowsy and non-drowsy states, achieving 

competitive accuracy on both datasets. SVM 

enables effective separation of feature vectors in 

high-dimensional space, making it well-suited for 

nonlinear classification tasks. 

2. Random Forest: Random Forest emerges as a top-

performing algorithm for drowsiness detection, 

exhibiting high accuracy. The ensemble of decision 

trees in Random Forest leverages the diversity of 

individual classifiers to achieve superior 

classification performance, particularly in scenarios 

with complex feature interactions. 

3. Logistic Regression: Logistic Regression 

demonstrates moderate performance in drowsiness 

detection, with accuracy metrics comparable to 

other algorithms. While Logistic Regression offers 

simplicity, its linear decision boundary may limit 

its capacity to capture nonlinear relationships in the 

data, affecting classification accuracy. 

4. K-Nearest Neighbors (KNN): KNN achieves 

competitive performance in drowsiness detection, 

leveraging the proximity-based approach to 

classify instances based on similar feature vectors. 

5. Decision Tree: Decision Tree exhibits moderate 

performance in drowsiness detection, with 

accuracy and F1-score metrics varying across 

different subsets of the datasets.  

6. Naive Bayes: Naive Bayes demonstrates moderate 

performance in drowsiness detection, leveraging 

probabilistic inference based on Bayes' theorem to 

classify instances. While Naive Bayes offers 

simplicity and computational efficiency, its 

assumption of feature independence may lead to 

suboptimal performance in datasets with complex 

dependencies. 

7. XGBoost: XGBoost emerges as a top-performing 

algorithm for drowsiness detection, exhibiting high 

accuracy and superior. 

8. AdaBoost: AdaBoost demonstrates competitive 

performance in drowsiness detection, leveraging 

adaptive boosting to iteratively train weak 

classifiers and focus on misclassified instances. 

9. CatBoost: CatBoost demonstrates competitive 

performance in drowsiness detection, leveraging 

gradient boosting with categorical features support 

to handle high-cardinality data effectively. 

10. Neural Network: multi-layered structure of Neural 

Network enables hierarchical feature extraction, 

capturing intricate patterns indicative of drowsiness 

with high accuracy. 

 

 
 

Fig. 2. Accuracy of ML Algorithms on NTHU DDD Dataset for proposed 

driver drowsiness detection. 

 

Fig. 3. Accuracy of ML Algorithms on UTA-RLDD Dataset for proposed 

driver drowsiness detection. 



B. Performance of Transfer Learning Models 

 

1. VGG19: VGG19 exhibits strong performance in 

drowsiness detection, leveraging a deep 

convolutional architecture to extract hierarchical  

features from facial transfer, enhancing model  

generalization and classification accuracy. 

  

2. InceptionV3: InceptionV3 demonstrates 

competitive performance in drowsiness detection, 

leveraging inception modules to capture spatial and 

channel-wise correlations in facial images. 

 

3. ResNet50: ResNet50 achieves competitive 

performance in drowsiness detection, leveraging 

residual connections to alleviate the vanishing 

gradient problem and enable training of deep neural 

networks. 

 

4. Xception demonstrates superior performance in 

drowsiness detection, leveraging depthwise 

separable convolutions to capture spatial and 

channel-wise correlations with minimal parameters. 

 

5. MobileNetV2: MobileNetV2 emerges as a top-

performing transfer learning model for drowsiness 

detection, exhibiting high accuracy and 

computational efficiency.  

 

 
 

Fig. 4. Accuracy of Transfer Leaning Models on NTHU DDD Dataset 

for proposed driver drowsiness detection. 

 
 

 
 

Fig. 5. Accuracy of Transfer Learning Models on UTA-RLDD Dataset 
for proposed driver drowsiness detection. 

 

 

C. Comparative Analysis 

The comparative analysis of classification algorithms and 

transfer learning models reveals notable variations in 

performance across different datasets and evaluation metrics. 

Random Forest, XGBoost, and Neural Network emerge as 

top-performing methods for drowsiness detection, 

demonstrating high accuracy. Moreover, transfer learning 

models such as VGG19, InceptionV3, and MobileNetV2 

offer significant performance improvements over traditional 

classification algorithms, highlighting the efficacy of 

leveraging pre-trained deep learning architectures for feature 

extraction. 

Overall, the result analysis provides insights into the 

effectiveness of various methods and models for driver 

drowsiness detection, elucidating their strengths, limitations, 

and implications for real-world deployment. The subsequent 

section discusses the findings in greater detail, offering 

interpretations, implications, and avenues for future research. 

 
 

Fig. 6. Comparison of Accuracy between UTA-RLDD and NTHU-DDD 
Datasets using Voting Classifier. 

 

D. Conclusion and Future Work 

The work presented a comprehensive investigation into 
driver drowsiness detection using advanced feature 
extraction methods, ML algorithms, and transfer learning 
techniques. The research encompassed analysis of two 
benchmark datasets, the National Tsing Hua University 
(NTHU) dataset and the UTA-RLDD dataset, each offering 
diverse driving scenarios and participant demographics.  

The findings reveal that both traditional classification 
algorithms and transfer learning models exhibit promising 
performance in discerning drowsy and non-drowsy states 
from facial images. Notably, Random Forest, XGBoost, and 
Neural Network emerge as top-performing algorithms, 
demonstrating high accuracy. These algorithms leverage 
ensemble learning and deep learning models to form features 
and capture patterns indicative of drowsiness. 

Furthermore, the evaluation of transfer learning models, 
including VGG19, InceptionV3, ResNet50, Xception, and 
MobileNetV2, highlights their effectiveness in enhancing 
drowsiness detection accuracy. These models leverage pre-
trained deep learning architectures to extract hierarchical 
features from facial images, offering significant performance 
improvements over traditional classification algorithms. 

The implications of the research extend beyond academic 
discourse, holding practical significance for the development 
of real-world drowsiness detection systems.  

 



In conclusion, the study contributes to the advancement 
of driver safety technologies, offering insights into robust 
methodologies for real-time drowsiness detection in varying 
driving conditions. The findings presented herein pave the 
way for future research endeavors aimed at further refining. 
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